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Multifaceted Bench: 921 prompts from 5 
benchmarks with synthetic multifaceted system 
messages and instance-specific score rubrics

Input: multifaceted system message + user prompt

Input: default system message + user prompt

Also outperforms 30B~ models, e.g., Mixtral 8X7B Instruct 
v0.1, Tulu 2+DPO 70B, GPT-3.5-Turbo

+ moderate performance on social bias benchmarks 
(Winogender, CrowS-Pairs, BBQ)

 Pairwise preference data 
does not explain all 
preferences

 Which response to choose 
or reject may differ by 
people due to individual 
values.

 Set by developer to instill 
specific behavior when 
performing a task (e.g., 
constraints, personas, tools

 Lack of diversity and scale 
in instructing response 
behavior in previous studies 
[1, 2]

 We propose contextualizing user values in system messages to align LLMs 
to diverse preferences in a scalable way

 Using our data curation strategy, the trained LLM effectively adapts to 
unseen preferences and is also generally helpful and harmless.

Re-training N new reward models to model new value or user   
is expensive.

I am trying to design a function in Python that takes two strings as 
input and returns a boolean value indicating which one is longer. 

Can someone help me with this?
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You are an AI assistant. You will be given a task. 

You must generate a detailed and long answer.
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How preferences should be shaped for individualized alignment

 Multifaceted: Capture multiple facets in a user preference

 Explicit: Expose preferences latent in chosen-rejected pairs.

 Hierarchically augment user value

 Verbalize combinations of values in the system 
message, i.e., meta-instruction that guides a model 
how to respond to subsequent instructions
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