
Aligning to Thousands of Preferences 

via System Message Generalization
Seongyun Lee *, Sue Hyun Park *, Seungone Kim , Minjoon Seo  1 1 1 12

Pairwise preference data does not explain all preferences

Different values, different winning response

Re-training N new reward models to model new value or user is expensive

A need for individualized and scalable alignment

Aligns to unseen multifaceted values in system messages Aligns to general public preferences 

� Significant toxicity ↓ fluency ↑ diversity ↑ in RealToxicityPrompt�
� Demonstrates robust performance with or without personalized input�
� Learning to handle multifacetedness in input and/or output is beneficial�
� Verification of quality, diversity, safety, and bias in Appendix and TBA!

Additional analyses and insights

� Clarifying user values behind the preference in the input can reach diverse 
alignment targets. Varying the system message can provide strong guidance�

� Fine-tuning on Multifaceted Collection, an instruction dataset containing 
197k system messages can facilitate individualized, scalable value alignment�

� Janus 7B models are easily steerable towards user-preferred responses while 
being generally useful and safe too.
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Verbalize values in the system message to flexibly steer toward personalized responses 
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Key factor 1: Hierarchical value augmentation strategy
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Instruction fine-tune on many tasks

Instruction ZPersonalized 

system message Z1

...

Inference on unseen task
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Key factor 2: Training recipe for stronger generalization
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